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Extended Abstract
Measuring novelty has been an important research strand in the literature on innovation and
science of science. Although significant progress has been made, a thorough understanding
of novelty in artifacts and knowledge remains elusive. This is particularly evident when it
comes to the measurement of novelty: While there are many novelty metrics proposed, there
is surprisingly little systematic study of different novelty metrics and their properties. This
partially explains the lack of unifying frameworks for novelty assessment (with Foster et al.
[2021] being a notable exception), and makes the novelty metrics difficult to compare. This
paper attempts to fill part of this gap by analysing the mathematical properties of the most-used
novelty metric, introduced by Uzzi et al. [2013] and applied to patents by Kim et al. [2016].
It was already shown by Fontana et al. [2020] that this metric is sensitive to the unit of anal-
ysis, and not systematically predictive of highly novel discoveries. This paper takes a similar,
but different angle, and shows that this novelty metric exhibits problematic scaling of novelty
with the number of combinatorial elements (like technology codes on patents, or citations in
scientific publications): The more technology codes there are on the patent, the higher the mea-
sured novelty of the patent in expectation. This is due to the fact that the novelty metric is
defined at the level of binary combinations of technology codes on the patent. On patents with
more technology codes, the number of novelty values measured increases almost quadratically.
When aggregating these values to a metric at the patent level, the aggregating function should
incorporate the average novelty of the combination, but also the most novel addition of the
combination. However, as more values are measured, the discrepancy between average and
extreme values in novelty values measured will increase in expectation. This scaling is proven
in two different ways: First, through methods from order statistics, it will be shown that any
reasonable aggregation function will exhibit such scaling, as long as any quantiles or extreme
values of the sample are included (which is very reasonable for any aggregation function from
an innovation theory standpoint, since the extreme values are the most novel parts of the inven-
tion). Second, anti-concentration bounds (see Wainwright [2019]) will be used to bound the
deviation of the minimum from the median from below, dependent on the sample size. This will
be used to derive a lower bound specifically for the null model and aggregation function chosen
by Uzzi et al. [2013] and Kim et al. [2016]. Simulation results show that the actual scaling is
stronger than the lower bound, showing an approximately logarithmic scaling behaviour. Data
analysis on the universe of US patents from 1900 to 2010 shows that the scaling is also found in
the data, both in the aggregate and for individual primary technology codes. When controlling
for the number of codes that a patent is classified with, the correlation between the novelty
metric and the number of forward citations gathers is shown to be weaker, and the predictive
power of the novelty metric is barely significant. To remedy the scaling, this paper suggests a
class of novelty metrics based on random walks on hypergraphs that are scale-invariant.
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